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Abstract: In the context of warhead authentication in a future arms control verification regime, neutron multiplicity measurements are useful to determine plutonium mass which may be used as a warhead indicator. The inspecting party might have little knowledge on possible shielding between plutonium component and detector, as this may be sensitive information which however has an influence on the mass output of the multiplicity analysis. To investigate the confidence an inspector can have from neutron multiplicity measurements of unknown configurations, a systematic analysis of its possibilities and limitations must be performed. MCNPX-PoliMi simulations are helpful in this regard. As a first step the code's functionality was investigated comparing simulation results to experimental data of plutonium neutron multiplicity measurements using a He\textsubscript{3} detector. Thermal neutron cross-sections for the moderating material in the detector are required for a successful simulation, as scattering with the lattice structure becomes relevant. Scattering can be described by the creation and annihilation of phonons, the cross-sections are obtained from the phonon excitation spectrum. Taking into account statistical and systematic simulation uncertainties, the deviation to the measurement data generally lies within the simulation uncertainty.

Introduction

In most situations where radioactive samples are characterized, certain knowledge exists prior to the measurements. The geometry and other properties might be known, at least roughly. Quantitative analysis methods can rely on detector calibration with representative standards of known density and geometry. In warhead authentication as part of a future arms control verification regime, this is not the case; warhead or warhead component design information will not be available, there may also be additional unknown shielding. This raises the problem that a designed system must authenticate an item whose configuration such as geometry remains largely unknown. Therefore the optimum measurement system should be chosen in such a way that it does not depend on calibration with materials representative of the warhead or component and that a minimum number of assumptions has to be made regarding the nature of the item.

We investigate one potential measurement technique – neutron multiplicity counting – in regard to its advantages and limitations for plutonium warhead authentication. Therefore we assess different item and shielding configurations to see to which extent and why measurement results (plutonium mass) differ from the actual values. Only a very limited choice of sample configurations is available for measurements, so that Monte Carlo simulations must be the main tool for such an analysis. As the first step, we have conducted measurements in order to test
whether the simulation code functions properly in regard to our purposes. The results of this study are covered in this paper.

**Neutron multiplicity counting**

As a warhead requires a certain plutonium mass in order to work, assessing an item’s plutonium mass (with an information barrier) can be considered an indicator that it is a warhead. In order to deduce the plutonium mass through passive neutron counting, the spontaneous fission rate would need to be measured from which the $^{240}\text{Pu}$ mass could be deduced. Then, the total plutonium mass can be calculated when the isotopic composition is known, e.g. by gamma spectroscopy.

The neutron flux emitted by a fissile sample is affected by a number of possibly unknown properties:

- Total spontaneous fission rate which depends on the fissile mass
- Neutron multiplication across the sample, in particular from induced fission by Pu-239
- $(\alpha, n)$ reactions if oxides are present

This process can be described by the “superfission model”: One or several initial neutrons are emitted by a spontaneous fission or $(\alpha, n)$ reaction, which can then induce fission (and the process continues with the neutrons produced by the induced fission). The sum of all these neutrons is then the result of a “superfission” process (assuming that all neutrons from one process are emitted simultaneously) which includes the three described events. The number of neutrons emitted by this process follows a probability distribution, called the emitted multiplicity distribution which is a combination of the multiplicity distributions for $^{240}\text{Pu}$ spontaneous fission and $^{239}\text{Pu}$ induced fission as well as the uncorrelated $(\alpha, n)$ reactions. It can be described analytically as a function of the three unknown neutron sources.$^{2,3}$

Passive neutron multiplicity counting is a technique that opens a gate when a neutron is detected which collects the coincident neutrons while it is open. This measured multiplicity distribution can be related to the emitted multiplicity distribution. Specifically, the first three moments of the distribution called the Singles (S), Doubles (D) and Triples (T) rates are used to calculate the first three moments of the emitted distribution. From measuring S, D and T, one can solve for the three unknowns, so that the fissile mass can be calculated from the spontaneous fission rate and the isotopic composition.

Typically, He-3 detectors are used for multiplicity analyses. Since the He-3 neutron capture cross-section decreases with the energy, fast neutrons are thermalized by polyethylene surrounding the He-3 tubes. The mean neutron lifetime (die-away time) is in the range of tens of microseconds (depending on the detector), so that coincidence gates must remain open for a sufficient time (usually $32 - 64 \, \mu s$). For such gate lengths, also uncorrelated background events will be detected besides the correlated events. This requires also randomly triggered gates with only uncorrelated events to subtract those from the events in the coincidence gate to obtain the real coincidences. Furthermore, there will be correlated neutrons that enter the detector after the
coincidence gate is closed. The ratio of the correlated events counted in the gate to the total number of correlated events is called gate fraction, which is also needed to calculate the emitted multiplicity moments.

**Measurements and simulations**

In order to check the Monte Carlo code’s neutron multiplicity simulation capacities, we have conducted neutron multiplicity measurements of plutonium samples. The measurements were done at the Institute for Transuranium Elements of the Joint Research Centre in Ispra, Italy, at the PERLA laboratory.

The available samples were three metal samples (12-19 g, $^{240}\text{Pu}$ content 4-9%), four 6.7 g oxide samples with different isotopic compositions ($^{240}\text{Pu}$ content 6-25%), four oxide samples with the same isotopic composition ($^{240}\text{Pu}$ content 13.2%) and different masses (2-20 g) and combinations thereof. Information on three of the samples is given in Table 1. In addition, data from a $^{252}\text{Cf}$ measurement was used (5227 neutrons/second yield).¹

The available detector was the Passive Scrap Multiplicity Counter (PSMC) which is a high efficiency neutron counter that is well-suited for multiplicity analyses of smaller samples. Its efficiency is $>54\%$ for $^{240}\text{Pu}$ spontaneous fission neutrons. The sample cavity has a size of 20x40 cm.⁵ A sketch of the detector can be seen in Figure 1. The He-3 tubes are surrounded by a high-density polyethylene moderator. The assay cavity is lined with a 1 mm cadmium liner. The active length of the He-3 tubes is 711 mm; their outer diameter is 25.4 mm. The detector has a gate width setting of 64 $\mu$s.⁶

The simulation codes that are compared to the experimental data are MCNPX⁷ and MCNPX-PoliMi⁸ which have neutron multiplicity simulation capacities. Similar tests had been performed in the past, in particular the ESARDA Multiplicity Benchmark Exercise.⁹ Therefore one purpose of our exercise was to extend the tests to the PSMC which was not included earlier, to perform a more detailed analysis of the uncertainties and to check whether deviations of MCNPX/MCNPX-PoliMi simulations from the measurements are within these uncertainties.

Both MCNPX and MCNPX-PoliMi derive the S, D and T rates. MCNPX directly analyses the real coincidences without simulating the real experimental setup with the uncorrelated neutrons, while MCNPX-PoliMi fully simulates the coincidence gate and the randomly triggered gate, so that the uncorrelated events can be subtracted from the neutrons of the coincidence gate to obtain the real coincidences.

**Thermal neutron scattering**

With standard nuclear MCNP cross-sections, one obtains large deviations between multiplicity measurements and simulations. The D and T rates are systematically overestimated by 6-17% and 10-35%, which would make multiplicity simulations essentially useless. Such deviations cannot be explained by systematic uncertainties of the detector geometry or nuclear data.
The reason is that for thermal neutrons, the de Broglie wavelength becomes sufficiently large that they interact also with the chemical bonding structure, in our case polyethylene. A general quantum-mechanical scattering kernel describing the thermal neutron cross-sections can be derived.\textsuperscript{10,11,12} Cross-sections are obtained by applying Fermi’s Golden Rule (which describes the transition rate from one initial energy eigenstate of a quantum system to eigenstates after a perturbation by a potential) and the definition of the scattering amplitude $f(\vec{k}, \vec{k}')$ which is a function of the appropriate wave function of the system and the potential of the scatterer:\textsuperscript{13}

$$\frac{d\sigma}{d\Omega} = \frac{k'}{k} |f(\vec{k}, \vec{k}')|^2$$

where $\vec{k}$ is the wave vector of the initial and $\vec{k}'$ is the wave vector of the final state. The result is\textsuperscript{14}

$$\sigma(E \rightarrow E', \mu) = \frac{c}{2kT} \sqrt{\frac{E'}{E}} S(\alpha, \beta)$$

<table>
<thead>
<tr>
<th>type</th>
<th>Pu mass [g]</th>
<th>$^{238}$Pu [wt-%]</th>
<th>$^{239}$Pu [wt-%]</th>
<th>$^{240}$Pu [wt-%]</th>
<th>$^{241}$Pu [wt-%]</th>
<th>$^{242}$Pu [wt-%]</th>
<th>$^{241}$Am [wt-%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM1</td>
<td>metal</td>
<td>12.5</td>
<td>0.00</td>
<td>95.42</td>
<td>4.53</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>$PuO_2$ 10</td>
<td>oxide</td>
<td>2.0</td>
<td>0.06</td>
<td>86.08</td>
<td>13.27</td>
<td>0.32</td>
<td>0.27</td>
</tr>
<tr>
<td>CBNM 61</td>
<td>oxide</td>
<td>5.8</td>
<td>1.03</td>
<td>65.84</td>
<td>26.70</td>
<td>2.02</td>
<td>4.42</td>
</tr>
</tbody>
</table>

Table 1: Characteristics of measured samples

Figure 1: Model of the Passive Scrap Multiplicity Counter. White indicates air or materials of little relevance for neutron transport, blue indicates graphite, orange indicates stainless steel, the shiny green indicates polyethylene, the greenish yellow indicates He-3. The total size of the detector is 661 x 661 x 942 mm (length x width x height).
where $E$ and $E'$ are the incident and final neutron energies, $\mu$ is the cosine of the scattering angle, $c$ is a material-specific constant, $kT$ is the thermal energy and $S(\alpha, \beta)$ is the so-called scattering law which depends on the momentum transfer $\alpha$ and the energy transfer $\beta$.

The scattering law must be evaluated for the specific scatterer. For crystalline solids, it can be assumed that the individual atoms in a lattice act as coupled harmonic oscillators, where the vibrations are described by phonons. There is elastic and inelastic scattering. In this case (and in contrast to elastic scattering on free atoms), elastic scattering does not include kinetic energy transfer between the neutron and the scatterer, since the scatterer's mass (considering the entire lattice) is much larger than the neutron's. Inelastic scattering results in an energy loss or gain of the neutrons. Since the scatterer is in thermal motion, it can actually transfer energy to a thermal neutron. The neutron can transfer energy to the scatterer and thereby excite it which corresponds to the production of phonons in a crystalline material. A single neutron may create a couple of phonons, or no phonons at all. The latter is the case of elastic scattering. The scattering law can be expressed by the material-specific frequency spectrum of excitations (phonons) in the system $\rho(\beta)$.

Polyethylene consists of long hydrocarbon chains and is partially crystalline. To arrive at a theoretical frequency spectrum, the chains can be assumed to be infinitely long. The long molecules are in a zig-zag shape with the $CH_2$ radicals at each vertex. The coupling between neighboring chains is rather weak so that the spectrum can be derived from evaluating a single chain. In polyethylene, vibrations include stretching, bending, wagging, rocking, torsion and twisting. Nine major modes comprised of these types have been identified. From the frequency spectrum, the scattering cross-sections can be calculated using the equations given above.

![Figure 2: Frequency spectrum for the polyethylene chain used in the neutron calculations, taken from D. Sprevak and J.U. Koppel, Neutron Scattering by Polyethylene, Nukleonik 12, 1969](image1)

![Figure 3: The derived (black line) and measured (dots) total thermal polyethylene cross-section is shown, taken from D. Sprevak and J.U. Koppel, Neutron Scattering by Polyethylene, Nukleonik 12, 1969. The red line represents the total nuclear cross-section.](image2)
Sprevak and Koppel\textsuperscript{18} have performed these two steps, their results can be seen in Figure 2 and Figure 3. The agreement between theory and experiment is excellent.

These thermal cross-sections can be called by MCNP upon user input. A grid of $S(\alpha, \beta)$ for all different values for $\alpha$ and $\beta$ has been calculated, which enables the appropriate thermal cross-sections to be sampled accordingly. If this option is chosen, MCNP overrides the nuclear cross-sections with the thermal cross-sections below 4 eV, although the effects are most significant below 2 eV.\textsuperscript{19}

**Uncertainties**

The detector geometry implemented in MCNPX/MCNPX-PoliMi is based on available sketches from the detector manufacturer.\textsuperscript{20} Unfortunately, the resolution of the sketch is low and no further information could be obtained. Therefore, the MCNP code check was used to optimize the implemented detector design through searching for the simulation results that best resembled the measurement results. A variety of parameters was identified whose values were not exactly known. These were changed in plausible ways so that all investigated values were consistent with the available information. This way, the optimal parameter values were identified; furthermore a sensitivity analysis was obtained for the individual parameters from which the uncertainties of the finally implemented detector model can be estimated.

The types of uncertainties and their variations are listed in Table 2, including detector and sample geometry as well as nuclear data uncertainties. Their influence on the Singles, Doubles and Triples rates is listed in Table 3, which also compares the measurements and the simulation results using the optimized detector design for four different samples.

<table>
<thead>
<tr>
<th>Type</th>
<th>Influence</th>
<th>Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical position of He-3 tubes</td>
<td>Influence on $\epsilon$ as neutron flux from a source placed in the middle of the detector is different at various tube heights - being maximal at the same height as the source. A very similar effect is due to an uncertainty in the active length of the He-3 tubes.\textsuperscript{21}</td>
<td>±1 cm</td>
</tr>
<tr>
<td>horizontal position of He-3 tubes</td>
<td>Influence on $\epsilon$ and gate fraction. The closer the He-3 tubes are to the cavity, the smaller is the die-away time as neutrons travel through less polyethylene before being detected, thus increasing the gate fraction. Through the change in moderation, $\epsilon$ is affected. With little moderation, neutrons are not slowed down ideally to be detected, with too much moderation, neutron capture in hydrogen outweighs the effect of better moderation.</td>
<td>±4 mm</td>
</tr>
<tr>
<td>polyethylene density</td>
<td>Influence on $\epsilon$ and the gate fraction due to neutron moderation and capture and the influence on the die-away time.</td>
<td>±0.5%\textsuperscript{22}</td>
</tr>
<tr>
<td>pressure of the He-3 gas</td>
<td>Direct influence on $\epsilon$</td>
<td>±1%\textsuperscript{23}</td>
</tr>
</tbody>
</table>
cadmium liner thickness | It prevents neutrons that escaped the cavity to be reflected back, due to its high absorption cross-section for thermal neutrons. Our simulations show that detection rates are increased significantly only after reducing the thickness by a factor 10. | none |

position of the sample within the cavity | The detection efficiency of the detector depends very little on the sample position, the position was measured well.\(^{24}\) | none |

uncertainties from the shift register electronics | The gate lengths were slightly changed in the simulation, but in all cases the results were much worse than for a gate length of 64 µs, so that it was assumed that the simulated gate lengths were exact. | none |

dead-time | The dead-time effects at the count rates of the measured sources were assessed to be negligible. For higher count rates, corrections are required. | none |

Sample mass and isotopic composition | These uncertainties mainly influence the spontaneous fission rate and the multiplication. | See Table 3 |

multiplicity distribution moments of \(^{240}\)Pu spontaneous and \(^{239}\)Pu induced fission | The standard deviation is taken from the measurement data of different experiments, noting that the individual publications only list statistical uncertainties, while the standard deviation of the different measurement data is much larger.\(^{25}\) The standard deviations of the \(^{239}\)Pu moments are similar to those of \(^{240}\)Pu. | See Table 3 |

plutonium fission and \((\alpha,n)\) rates | Data from known assessments are available\(^{26}\) allowing the calculation of the standard deviations of the \(^{240}\)Pu fission and plutonium oxide \((\alpha,n)\) rates, the uncertainty on the californium fission rate is given by Peerani.\(^{27}\) | See Table 3 |

Sample safety containers | Reasonable variations in the container designs were simulated with negligible effects. | none |

statistical uncertainty | The measured statistical uncertainty is the standard deviation of the mean of multiple runs of measuring the same sample, the statistical uncertainty from the simulations is obtained applying a semi-empirical approach.\(^{28}\) | See Table 3 |

Table 2: Description and estimation of systematic and statistical uncertainties

**Simulation results**

In general, both MCNPX and MCNPX-PoliMi yield results which are in agreement with each other, taking the statistical uncertainties into account.

Only a representative range of measurement results is presented in Table 3. A total of 12 different plutonium metal and oxide sources have been measured. Calculating the mean deviation between simulation and measurement from all samples and taking the standard deviations of this mean, one obtains...
\[ \Delta S = -2.3\% \pm 3.2\% \]
\[ \Delta D = 2.9\% \pm 3.5\% \]
\[ \Delta T = 5.4 \pm 9.4\% \]

Although the identified uncertainties of the individual samples vary somewhat as can be seen from Table 3, they are similar and the standard deviations of \( \Delta S, \Delta D \) and \( \Delta T \) appear to be in agreement with the uncertainties addressed in Tables 2 and 3. It is refrained from performing an exact error propagation as various correlations of errors are difficult to quantify. Moreover, the uncertainty from the horizontal tube position alone suffices for explaining the overall uncertainty.

As the standard deviations of \( \Delta S, \Delta D \) and \( \Delta T \) are larger than \( \Delta S, \Delta D \) and \( \Delta T \) themself, the conclusion is that the relevant uncertainties have been identified, i.e. that there is no relevant systematic bias. No corrections to our implemented simulation model are required as the simulated results with their uncertainties are in agreement with the experimental results.
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