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Modeling through memory-stalls

- \textbf{Without executing} either the \textit{algorithm} or \textit{parts of it}
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Our goal is to model L1 misses.
Unblocked LU Factorization

\[ a_i := \frac{a_i}{\alpha_{ii}} \quad \text{SCAL} \]
\[ A_i := A_i - a_i a_j^T \quad \text{GER} \]
Unblocked LU Factorization

\[ a_i := a_i / \alpha_{ii} \quad \text{SCAL} \]
\[ A_i := A_i - a_i a_j^T \quad \text{GER} \]

- **GER** performs more than **95 %** of the **#FLOPS** in the LU
Unblocked LU Factorization

\[ a_i := a_i / \alpha_{ii} \quad \text{SCAL} \]
\[ A_i := A_i - a_i a_j^T \quad \text{GER} \]

- **GER** performs more than **95%** of the \#FLOPS in the LU
- Model L1 misses in **LU through** modeling **GER**
Unblocked LU Factorization

\[ a_i := a_i / \alpha_{ii} \quad \text{SCAL} \]
\[ A_i := A_i - a_i a_j^T \quad \text{GER} \]

- **GER** performs more than 95% of the \#FLOPS in the LU
- Model L1 misses in LU through modeling GER

**Assumptions**

- Data reside in the L2 cache → only L1 misses occur
- \( A_i, a_i, \) and \( a_j^T \) are aligned
- \( a_i, a_j^T \), and a portion of \( A_i \) can be kept in the L1 cache
Figure: \( m - \left\lfloor \frac{p}{d} \right\rfloor d < d \)

\[
L1\_misses = \left\lfloor \frac{mq}{d} \right\rfloor + \left\lceil \frac{p}{d} \right\rceil + \left\lceil \frac{q}{d} \right\rceil
\]
Modeling L1 Misses

\[
L1_{\text{misses}} = \begin{cases} 
\left\lfloor \frac{mq}{d} \right\rfloor + \left\lceil \frac{p}{d} \right\rceil + \left\lceil \frac{q}{d} \right\rceil, & \text{if } m - \left\lfloor \frac{p}{d} \right\rfloor d < d \\
\zeta + \left\lceil \frac{p}{d} \right\rceil + \left\lceil \frac{q}{d} \right\rceil, & \text{otherwise}
\end{cases}
\]

where

\[
\zeta = \left\lfloor \frac{p}{d} \right\rfloor + \sum_{i=1}^{n-1} \left\lfloor \frac{p + (mi \mod d)}{d} \right\rfloor
\]
Each core has L1 (32 KB) and L2 (3072 KB) caches

- GER from the GotoBLAS library is used
- The deviation is less than 2%

Figure: Deviation on Intel Penryn; $LDA = 512; p \geq q$. 
Figure: Modeling L1 misses on Intel Penryn; $LDA = 512$.

- Closer to origin the deviation is higher
- When $p = q$ increases the deviation $\to 0$
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Future Work

- From **L1 misses** to **execution time**
- **Model** for **L2 misses**
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